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 Abstract – Intrinsically Motivated Reinforcement Learning 
(IMRL) has been proposed as a framework within which agents 
exploit “internal reinforcement” to acquire general-purpose 
building-block behaviors (“skills”) which can be later combined 
for solving several specific tasks. The architectures so far 
proposed within this framework are limited in that: (1) they use 
hardwired “salient events” to form and train skills, and this 
limits agents’ autonomy; (2) they are applicable only to problems 
with abstract states and actions, as grid-world problems. This 
paper proposes solutions to these problems in the form of a 
hierarchical reinforcement-learning architecture that: (1) 
exploits Evolutionary Robotics techniques so to allow the system 
to autonomously discover “salient events”; (2) uses neural 
networks so to allow the system to cope with continuous states 
and noisy environments. The viability of the proposed approach 
is demonstrated with a simulated robotic scenario. 
 
Index Terms – Intrinsically Motivated Reinforcement Learning, 
Evolutionary Robotics, Actor-Critic, Surprise, Neural Networks. 
 

I. INTRODUCTION1 

Current robots tend to have severe limitations. The main 
limitation is the fact that they are programmed or evolved for 
accomplishing only one single task in only one kind of 
environment. On the contrary, natural organisms are capable 
of accomplishing many different tasks and can respond to 
novel challenges posed by the environment by reusing 
previously acquired general skills. In recent years there has 
been a growing effort in both the machine learning and the 
developmental robotic communities to endow robots with a 
similar flexibility. In this respect, many researchers have 
proposed that the best way to achieve this goal is to rely on 
robots’ autonomous development [1]: rather than directly 
programming a behavior for each particular task of interest in 
robots, one should endow them with developmental programs 
and allow them to learn, through an autonomous interaction 
with the environment, general building-block behaviors later 
“assembled” to tackle several specific tasks. 
 A number of proposals have been put forward to this 
purpose, both within the machine learning [2, 3] and the 
developmental/epigenetic robotics communities [4-6] (see [7] 
for a brief overview). This paper presents a novel model 
developed within the Intrinsically Motivated Reinforcement 
Learning framework (IMRL) [3, 8, 9] that uses ideas and 
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techniques of Evolutionary Robotics (ER) [10] so to overcome 
two important limitations of current implementations of 
IMRL. The result is a system which is able to solve different 
robotic tasks by combining, during ‘adulthood’, task-general 
skills acquired, during ‘childhood’ on the basis of evolved 
intrinsic reinforcement devices (‘reinforcers’). 
 The rest of the paper is organized as follows. Sect. II 
describes how the model overcomes some limits of IMRL 
drawing ideas from ER. Sect. III introduces the details of the 
architecture and of the simulated robotic experiment used to 
test the model. Section IV reports the main results of the tests. 
Finally, Sect. V discusses the novelties of the work with 
respect to previous proposals and illustrates future work. 
 
II. COMBINING INTRINSICALLY MOTIVATED 

REINFORCEMENT LEARNING AND EVOLUTIONARY 
ROBOTICS 

A. Intrinsically Motivated Reinforcement Learning 
The approach proposed here is inspired by the IMRL 
framework [3, 8, 9], which in turn builds upon psychological 
theories of motivation [11, 12], recent advances in the 
neuroscience of reward systems [13-16], and machine learning 
research on reinforcement learning [17, 18]. 
 The basic idea behind IMRL is that natural organisms, 
and especially humans, are not driven only by basic 
motivations directly related to survival (e.g. for eating, 
drinking, avoiding predation and mating). Rather, they often 
engage in various forms of exploratory behaviors under the 
drive of intrinsic motivations [11]. The adaptive value of these 
intrinsically motivated behaviors seems to lie in aiding the 
development of skills which can be subsequently combined for 
accomplishing tasks directly related to fitness. The most cited 
candidates for such intrinsic motivations are novelty, surprise, 
incongruity, and complexity [12], but other possible sources of 
internal reward might be envisaged, especially in the case of 
human beings. 
 The hypothesis that novelty and surprise might play an 
important role in organisms’ motivational systems has recently 
found empirical support in the neuroscience literature on 
reward. In this respect, it was suggested that the phasic release 
of the neuromodulator dopamine by midbrain neurons serves 
the function of signaling the occurrence of unpredicted 
reward, in a way closely similar to the temporal difference 
prediction error posed by standard reinforcement learning 
algorithms [13, 14]. Others have proposed that dopamine 



release by midbrain neurons might not only signal errors in the 
prediction of future external rewards, but also [15], or even 
exclusively [16], the appearance of salient, novel stimuli. 
 Based on these ideas and recent advancements in machine 
learning Barto and co-workers have proposed new algorithms 
for the acquisition of general skills through a developmental 
process. The architecture used in this work is based on 
machine learning theory of “options” [18]. Basically, options 
are sub-routines which can be invoked just like primitive 
actions, and include: (1) an initiation set: the set of states in 
which the option can be invoked; (2) a termination condition: 
a mapping between states and probabilities of termination of 
the execution of the option; (3) a policy: a mapping between 
states and actions’ probabilities. Within the framework of 
IMRL an option also contains an option model, learned from 
experience, which maps initiation states to: (a) the 
probabilities of terminating the option at any other state; (b) 
the total intrinsic reward obtained while executing the option.  

Typically, options are hardwired by the programmer and 
task-specific. On the contrary, within IMRL the system 
autonomously develops options on the basis of the occurrence 
of novel salient events. Each time a salient event is detected 
for which no option is available, an option is created. Each 
option simultaneously learns both its policy (the option’s 
stimulus-response associations that drive the system to 
accomplish the option’s salient event), and its model (which 
tries to estimate the probability of occurrence of such an 
event). A key point here is that the system uses the prediction 
error of the option model as an intrinsic reward to decide 
which option to invoke and train. The effect of this is that until 
an option is not able to produce its salient event, it will 
continue to generate internal rewards and hence to be selected 
and trained. Once trained, the option will stop generating 
internal rewards and the system will focus on other options. 
 Although the ideas behind IMRL are very interesting and 
promising, there are two important drawbacks in its current 
implementation. First, it assumes high-level representations of 
states and actions, and in fact so far it has been tested only in 
abstract, grid-world simple environments. As also clearly 
recognized in [8], this is a limit because it is not clear how and 
whether IMRL might be used in embodied agents and robots. 
Second, “salient events” must be explicitly specified by the 
programmer. This goes against the IMRL idea of generating 
agents endowed with fully autonomous developmental 
programs. In fact, a considerable amount of task knowledge 
has to be used for putting the algorithm to work: how can in 
fact 'salient events' be defined, especially in continuous 
environments in which we cannot assume high-level states but 
only low-level sensory stimulation? 
The model proposed here overcomes both these limitations by 
integrating IMRL with ER techniques. In particular: (1) it uses 
evolved “reinforcers” for assigning salience to explored 
states; (2) it uses neural networks in order to tackle with 
continuous and noisy environments such as those encountered 
in robotic tasks.  

B. Evolving Intrinsic Reinforcers for Simulated Robots 

Evolutionary Robotics [10] is a methodology for building 
robots and their controllers by artificial evolution. In a typical 
evolutionary robotic experiment the robot controller is an 
artificial neural network which is evolved through a genetic 
algorithm. 

The first major advantage of using evolutionary robotics is 
that it does not require deep human knowledge about tasks and 
their possible solutions. By using a genetic algorithm for 
finding a desired solution, the programmer needs only to 
specify the general constrains of the control system (i.e. the 
neural network architecture) and a fitness function for 
quantifying robot’s performance. This leaves the evolutionary 
process free of exploiting the interactions between the robot 
and its environment for accomplishing the task: a valuable 
property with robotic setups which are typically very difficult 
to manage with direct engineering methods [19].  

A second important advantage of ER is that it uses neural-
networks to implement robots’ controllers. Neural networks 
not only have a high degree of evolvability [10]; they are also  
relatively robust with respect to noise and, thanks to their 
generalization capabilities, they can allow robots to re-use 
acquired skills in (partially) novel environments and tasks. 

Given these desirable properties, the model presented here 
integrates ER with IMRL to overcome the aforementioned 
limitations of the latter. In particular, with respect to the 
original IMRL framework, the model maintains both the idea 
of having one sub-module for each “salient experience” and 
the idea of using a “prediction error” as the source of internal 
reward for the selection and training of sub-modules. 
However, five main innovations are introduced: (1) options 
are substituted with neural-network implementations of the 
actor-critic model [17] named ‘experts’ [20]; (2) the action-
value function which selects options is substituted by another 
actor-critic neural model, the ‘selector’ [20]; (3) hand-coded 
salient events are substituted by neural-networks named 
‘reinforcers’: each expert has its reinforcer whose connection 
weights are evolved through a genetic algorithm; (4) the life of 
the robot is divided into two stages, the “childhood” and 
“adulthood” respectively, similarly to what is done in [9]; (5) 
with respect to the intrinsic reward used to train the function 
selecting options (here implemented by the selector), the 
prediction error of the option’s model is substituted with the 
surprise of the experts. The idea behind this is that as 
evaluations of each expert are an index of the level of the 
expert’s skills [17], surprise (i.e. the evaluation error of the 
expert’s critic) is an index of the rate of improvement of such 
skills. Hence, expert’s surprise is a good indicator of which 
expert to train. 

III. METHODS 

This section describes the experimental setup used to test the 
viability of the proposed approach. 

A. The simulated robot 
The simulated robot is a “wheelchair” robot with a 30 cm 
diameter and a camera assumed to look at a portion of the 
ground located just in front of the robot (24×8 cm). In each 
cycle the robot perceives the ground using a grid of 6×2 



sampling points associated with color-specific RGB receptors 
(so the system’s input is a “retina” formed by a 12×3 = 36 
binary values). The robot’s motor system is driven by setting 
the orientation variation within [-30, +30] degrees, and the 
translation speed within [0, 2] cm. 

B. The environment and the task 
The environment is a square arena with a regularly textured 
floor (Fig. 1). The robot’s life is divided into two phases: 
“childhood” and “adulthood”. During childhood the robot 
moves around and learns a set of basic sensory-motor skills 
based on its intrinsic motivational system. During adulthood, 
the robot learns to combine the acquired skills in order to 
accomplish different tasks. Each task consists of a series of 
time steps during which the robot has to reach a given target 
location starting from a particular position. During each task, 
when the robot reaches the target it receives a reward and is 
placed back at the starting position (if the robot hits the wall it 
turns of a random angle). The model was tested in several 
different environments with different floor textures and with 
several different tasks. The results reported here refer to the 
environment and the tasks shown in Fig. 1. 

 

Fig. 1: The environment and the tasks. The sides of the hexagons are colored 
with blue (dark gray), red (gray) and green (light gray). Arrows represent the 

six different tasks, with each arrow’s tail and head indicating, respectively, the 
starting and target position of one task. 

 
C. The controller architecture 
The controller of the robot (Fig. 2) is a hierarchical modular 
neural network. The system is formed by a selector and a 
number of experts (architectures with 3-6 experts were tested). 
The selector and experts are each formed by a neural-network 
implementation of the actor-critic model [17], with each 
expert including also an internal reinforcer. Hence, each 
expert is formed by three components (each expert functions 
and learns as in [21], but for the functioning of reinforcers, 
which is described below): (a) a reinforcer: this is a 2-layer 
neural network that maps the retina activation to a [-1, 1] 
sigmoid unit encoding the reward of the expert (the experts’ 
reinforcers are evolved, see below); (b) an actor: this is a 2-
layer neural network that maps the retinas’ activation to two 
sigmoid units. The activation of the two units is used to set the 

centre of a Gaussian function used to generate noisy 
commands issued to the motor system (initial standard 
deviation = 0.3: noise is gradually reduced to zero during 
childhood): the first unit sets the orientation variation 
command and the second the translation command; (c) a 
critic: this is based on an evaluator, a 2-layer neural network 
that maps the retina activation to one linear output unit 
encoding the expert’s evaluation. These evaluations, together 
with the reward produced by the expert’s reinforcer, are used 
to compute the surprise of the expert in the standard way [17]. 
 The selector is formed by two components: (a) the 
selector’s actor: this is a 2-layer neural network that maps the 
retina activation to a number of sigmoid output units equal to 
the number of experts. At each time step [20], the activations 
of these output units, each corresponding to an expert, are 
used as pseudo-probabilities to select the expert that takes 
control of the motor system (i.e. selects an action) and, during 
childhood, learns on the basis of its reinforcer; (b) the 
selector’s critic, which is a 2-layer neural network like the 
experts’ critic. During childhood the reinforcement signals 
used by the selector are intrinsic, being formed by the surprise 
of the expert which has control on action, whereas during 
adulthood reinforcements are extrinsic, coming directly from 
the environment. 
 During childhood, at each time step the selector selects 
the expert that takes the control of action. This expert 
performs an action and trains its evaluator just as in standard 
function-approximation actor-critic models [17][21], that is by 
using surprise (i.e. the error in the prediction of future 
discounted rewards: discount factor = 0.9). Moreover, the 
expert trains its actor through a standard delta rule: if surprise 
is positive, it “moves” the actor’s output units’ activations 
towards target values corresponding to the executed action, 
whereas if surprise is negative it moves such activations away 
from them (see [21] for details) (learning rate of evaluator and 
actor = 0.009). During childhood, the selector learns, through 
the expert’s surprises used as reward, to give the control to 
the experts which are currently maximizing the acquisition of 
their skill. In particular, it uses such surprise to train its 
evaluator in the standard way [17][21], and to train the actor 
with a delta rule so as to increase or decrease the probability 
of selecting expert just selected in the case the surprise is 
respectively positive or negative (learning rate = 0.05; 
discount factor = 0.99). Note that, during childhood, as 
reinforcer-based surprise needs two succeeding evaluations to 
be computed, both the experts and the selector learn only 
when an expert is selected for at least two succeeding time 
steps. 
 During adulthood, experts do not learn. At the beginning 
of each task, the selector is reset to random weights as the 
policy it learns to solve a task is not good for other tasks (also 
the policy it learns in childhood to train the experts is no  more 
useful). Then it trains its evaluator and actor (as in childhood) 
to select experts by relying on external task-related rewards. 

 



 
 

Fig. 2 Center: the whole architecture. Left: details of the selector. Right: details of one expert (see text for a detailed description). 
 
D. The genetic algorithm 
A genetic algorithm is used to evolve the weights of the 
experts’ reinforcers. A population of 50 individuals is evolved 
for 50 generations. Each individual corresponds to a robot’s 
genome and encodes the connection weights of the experts’ 
reinforcers as real numbers. 
 Childhood lasts 100,000 steps times the number of 
experts (e.g., 3 in the experiment reported below). Adulthood 
lasts 500,000 steps times the number of tasks to be solved 
(e.g., 6 in the experiment reported below). The fitness is 
computed counting the number of times that the robot reaches 
the target at the end of each task and is normalized in [0, +1] 
by dividing such number by the maximum achievable 
theoretical successes. The fitness’ measurement is carried out 
only in the last 50,000 steps of each task sub-phase. 
 At the end of each generation the best 10 individuals are 
selected and used to generate 5 offspring each with a mutation 
rate of 10% per connection weight. Mutation is performed by 
adding a random value in [-1, +1] to selected weights. 

IV. RESULTS 

The system was tested in different environments, with 
different kinds of tasks, and with different numbers of tasks 
and experts. Overall, the results are quite promising: both 
average and best fitness rise quickly and reach a steady state 
value in a very few generations (typically in about 10-20 
generations). Depending on the particular conditions of the 
tests, fitness reaches values between 0.6 and 0.8. These are 
quite high values, considering that a fitness of 1 would require 
the robot to always go from its starting position to the target 
following a straight line and at maximum speed: this is 
unlikely to happen as the robot cannot see the target and can 
only rely on local ground-texture information. In what follows 

we present a brief analysis of the typical strategies that 
evolved robots develop in order to solve their tasks (other 
conditions gave qualitatively similar results). 
 Fig. 3 shows the behavior of the best robot, endowed with 
a controller with three experts, evolved to tackle the tasks 
reported in Fig. 1. Fig. 3a shows the typical behavior displayed 
by “child” robots in the first cycles of life. Since at the 
beginning of life the connection weights of all the neural 
networks of the architecture are randomly set, behavior cannot 
but be random. In particular, the selector randomly assigns 
control to the various experts, which in turn act randomly. On 
the contrary, towards the end of childhood the robots display a 
very structured behavior: Fig. 3b shows how the robot has 
learned to robustly follow the colored lines. In particular, each 
expert has specialized to follow one color on the basis of 
evolved intrinsic reinforcer (interestingly, evolution led to the 
emergence of reinforcers each rewarding the perception of just 
one of the three colors). Moreover, the selector has learned to 
assign control to experts which are most rewarded (by their 
respective reinforcers) in following the color that the robot is 
currently perceiving. More precisely, the selector learnt to 
select experts that had the highest learning rates so enhancing 
their acquisition of specialized skills. The selector acquires 
this capability because it is reinforced by the surprise of the 
expert which it gives the control to. The reason is as follows. 
In an actor-critic architecture a critic’s evaluation, which 
corresponds to the prediction of future rewards, is a good 
index of the actor’s ability to achieve these rewards. As a 
consequence, the critic’s surprise, which corresponds to the 
error in reward prediction, is a good index of the actor’s rate 
of improvement. Hence, using surprise as the internal reward 
signal makes the selector learn to select the expert that is 
improving the most in the given context.

 



 
 

Fig. 3: Snapshots of the behavior of an evolved robot. The robot is represented as a circle with a rectangle in front of it (the retina). Small symbols (black filled 
boxes, empty circles, and crosses) indicate which of the three experts has been selected in a specific position and in each time step (one sample every 5 cycles). (a) 

About 300 steps at the beginning of robot’s childhood. (b) About 300 steps at the end of childhood. (c-h) One trial for each of the six tasks at the end of the 
adulthood: the crosses and the circles at the junctions of colored trails represent the initial and target positions, respectively. See text for details. 

 
 The result of this developmental process is that at the end 
of childhood the robot has acquired a set of basic skills 
(sensory-motor mappings) which can subsequently be used for 
solving the particular tasks encountered during adulthood. 
This is illustrated in Fig. 3c-h, in which the behavior of the 
adult robot at the end of each task’s learning phase is shown. 
As clearly shown by the graphs, whenever the robot is on one 
color trail the selector selects the expert which is able to 
follow that color (apart from rare cases due to the stochastic 
nature of selection). When a color trail ends and the robot 
arrives at junctions, the selector needs only to learn to select 
the expert that is best suited to follow the trail which leads to 
the target: this is quite easily done by the standard actor-critic 
algorithm which uses external rewards provided by targets 
during adulthood. The result is that, thanks to the skills 
acquired in childhood, the evolved robot is able to quickly 
learn to solve several different tasks. In fact the controller does 
not need to learn everything from scratch when solving single 
tasks, but can simply combine in the appropriate way the basic 
general skills acquired during childhood. 

V. DISCUSSION AND FUTURE WORK 

This paper presented an actor-critic hierarchical neural 
network architecture for intrinsically motivated reinforcement 
learning in which internal reinforcers for several experts are 
evolved using a genetic algorithm. We have tested the 
viability of the proposed approach with a robotic simulation in 
which a robotic agent learns to solve several different 
navigation tasks by combining the same basic skills learned 
during its developmental phase (childhood) thanks to internal 

rewards coming (a) by the evolved reinforcers and (b) by 
experts’ surprise, that is, the error in the prediction of future 
rewards made by experts’ critics. Furthermore, the system 
proved also to be quite robust by functioning in different 
environments, with different numbers of tasks, and with 
different numbers of available experts (provided that this 
number was sufficient for solving the given tasks in the given 
environment). Note that, for lack of space, it was not possible 
to compare the performance of our system with respect to 
other, more standard, ones. This has been done in [22], to 
which the interested reader is referred: suffice here to say that 
our system significantly outperforms both a standard neural 
network implementation of the actor-critic architecture and a 
hierarchical system similar to the one used here but in which 
there is no individual learning, and all the network’s 
connection weights are evolved through the genetic algorithm. 
 With respect to the original proposal of IMRL [8], our 
model presents two important improvements. (1) Contrary to 
IMRL, which requires the specification of a-priori hardwired 
“salient events’, the model uses artificial evolution for 
discovering experts’ reinforcers that provide internal rewards. 
This gives the model a high flexibility and autonomy and 
requires little intervention by the researcher. In fact, by relying 
on the principles of self-organization, evolution is able to 
autonomously find internal reinforcers which can drive the 
development of useful. (2) Contrary to IMRL, which can 
currently be used only in abstract, discrete environments, our 
system can be used with real robotic scenarios. In fact, by 
using neural networks as the control system’s building blocks, 
the system is able to cope with low-level sensory-motor 



mappings in continuous and noisy. Indeed, the viability of this 
approach was demonstrated with a simulated yet realistic 
robotic set-up. 

A further limitation of IMRL is related to the fact that it 
uses the failure in the prediction of salient events as the 
intrinsic reward signal. This is a limit (as recognized also by 
the same authors, see [8]) because it can lead the system to 
undesirable behaviors in environments involving areas which 
are intrinsically difficult or impossible to predict (see also [2, 
7]). The system proposed in this paper might overcome also 
this limitation thanks to the use of the surprise of the experts 
as the intrinsic reward signal for training the selector during 
childhood. As discussed above, since the evaluation of an 
expert is a good index of the level of its skill, its surprise can 
be considered as an index of the rate of improvement of such 
skill. Hence, our system might overcome also the 
aforementioned problem of IMRL because in non-learnable 
contexts experts should tend to produce an average surprise 
around zero, and consequently the selector should learn to 
avoid selecting them. 
 Future work will improve the architecture under many 
respects, also on the basis of some appealing features of the 
sophisticated option framework that were lost in the current 
implementation of the model, for example: 
1) The model’s selector chooses which expert receives 

control at each time step. The possibility of assigning 
control to experts for prolonged periods of time might 
improve the performance of the system (in the options 
framework experts have control for the time needed to 
pursue their goals). 

2) The neural networks used to implement the selector and 
experts have a simple two-layer feedforward architecture 
that can implement only very simple input-output 
mappings. However, this limitation holds only for the 
current implementation of the model, whose principles 
can in fact be used with any kind of network architecture. 

3) In its current implementation, the model has a fixed 
number of experts. Even if the system seems to be quite 
robust with respect to this number, it would be interesting 
to let the genetic algorithm itself find the optimal number. 

4) The architecture is not recursive, in the sense that each 
expert can only use primitive actions and not other 
experts to implement skills. This might be a severe 
limitation and is indeed one of the most interesting 
directions of future work. 
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